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Abstract
Maternal health is a major public health concern because of its far-reaching impli-
cations for the well-being of both the mother and the child. Most maternal deaths
can be prevented if there is a timely intervention that is offered to the mothers. It
is therefore important to be able to predict if a mother is classified as being in high
risk, low risk, and mid-risk to enable prompt attention to be given to the mother.
In this study, we are using Machine learning to train a maternal data set having
seven attributes and divided into three categories, high-risk, mid-risk, and low-risk
pregnancies. The main aim of this study is to develop and evaluate machine learn-
ing models for predicting maternal risk levels, categorized as high risk, mid-risk,
and low risk, based on a dataset containing seven attributes related to maternal
health.
The method involved training three Machine Learning algorithms, Logistic Re-
gression, Random Forest and Support Vector Machine (SVM) using the dataset.
The data had a significant difference in the categories thus, Synthetic Minority
Over-sampling Technique (SMOTE) was used to address the class imbalance.
Each algorithm was trained and evaluated on both the imbalanced and balanced
datasets.
To train the model, the data was divided into the training and testing sets split into
80 and 20 percent for the train and test data respectively to evaluate the model’s
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performance on unseen data. The performance of the algorithms was compared
based on their accuracy in predicting maternal risk levels. Additionally, the study
assessed the effectiveness of each algorithm in predicting risk levels for randomly
entered datasets.
The Random Forest achieved the highest accuracy of 85.71 and 81.77 percent for
the balanced and imbalanced dataset respectively. Generally, algorithms trained
with the smote-balanced dataset performed much better than with the imbalanced
dataset. The risk level for a randomly entered dataset was predicted and Random
Forest and Support Vector Machine predicted accurately.
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Introduction
Maternal mortality is a major public health problem globally, with over 287,000
women dying each year worldwide from pregnancy or childbirth-related compli-
cations. Almost 95 percent of these deaths occurred in low and lower-middle-
income countries, with most of them potentially preventable. Sub-Saharan Africa
and Southern Asia accounted for 87 percent of the estimated global maternal
deaths. In Kenya, more than 6000 maternal deaths, and 35,000 stillbirths occur
each year [1].
The most common causes of maternal death are hemorrhage, infection, hyperten-
sive disorders, obstructed labor, and unsafe abortion. Other factors that can con-
tribute to maternal death both direct and indirect include eclampsia, obstructed
labor, infections, malnutrition, age, parity, a lack of proper health care and preex-
isting medical conditions [2].
Machine learning has the potential to play a significant role in alleviating maternal
deaths. By giving prenatal clinics a tool to track ans spot high-risk pregnancies,
machine learning has the potential to reduce the number of maternal fatalities.
The usage of this tool might be utilized to prioritize patients and to make sure
that those who are risk receive the quickest and most suitable care by providing
prenatal clinics a tool to monitor and identify high-risk pregnancies.
Maternal death according to World Health Organization (WHO) [3] is defined as
the death occurring during pregnancy, at childbirth or within 42 days of termina-
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tion of pregnancy, irrespective of the cause of death (obstetric and non-obstetric).
This definition takes into account both unintentional/accidental and incidental
causes. There are women who succumb to death due preventable causes related to
pregnancy and childbirth annually [4]. The applications of Artificial Intelligence
is emerging as a promising tool which can be used to address these challenges and
improve maternal health outcomes. The vast datasets of clinical and demographic
data can be analyzed using the ML algorithms, patterns identified and risks as-
sociated with maternal morbidity and mortality predicted. This information can
be used to guide targeted interventions, reduce risk, and help in clinical decision-
making.
Numerous studies have been done and they show the AI and ML has been used in
the health care industry. Some of the examples in include: improving in hospital
mortality prediction of diabetes using deep learning architecture [5], [6], predict-
ing coronary artery disease from single photon emission computed tomography
MPI using Deep Convolution Neural Networks [7], predicting the postoperative
mortality and outcomes of EGS patients and predicting individual surgeons’ risk
[8], detecting CoronaVirus (Covid 19)[9], [10] and [11] among many other appli-
cations.
In maternal health applications, Assaduzzaman et al. [12] used machine learning
algorithms to identify the maternal health risk factor. They used several machine
learning algorithms including Cat Boost, Random Forest, XGB, Decision Tree,
and Gradient Boost. They concluded the best ML algorithm was Random For-
est an accuracy score, precision, recall all of 90 percent. Using these models,
high risk pregnancies can be identified and necessary interventions undertaken to
reduce risk. Machine learning has been used to predict the likelihood of either
vaginal delivery or cesarean section by analyzing factors as maternal age, parity,
and fetal presentation. The prediction can be used to make in decision making and
in fostering the development of well-informed and tailored care strategies.
Marvin et al. [13] used AI to predict preterm births. They used Random Forest and
KNeighbors and obtained an accuracy of 100 percent and 78 percent respectively
with Synthetic Minority Oversampling Technique (SMOTE) and Adaptive Syn-
thetic (ADASYN) class balancing techniques. They were able to provide useful
automated data driven insights to maternal healthcare management stakeholders
and policy makers for a sustainable healthcare system in developing countries.
Satoshi et al. [14] did a study that established early prediction models of low-
birth-weight reveal influential genetic and environmental factors. The AI-based
models used genetic and environmental factors to determine the influential vari-
ables that influenced low birth weight. An early prediction model was developed
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and could be used to assess risk of low birth weight during pregnancy. Another
study was done by Sahithi et al. [15] where they investigated the use of Logistic
Regression, Random Forest, Adaboost, KNN, Catboost, XGboost, 1-D CNN and
ANN to predict and analyze the challenges faced by women. Their results indi-
cated that 1D-CNN based prediction models perfomed better with an accuracy of
99.53 percent when compared to the other approaches.
A systematic review was done by Munetoshi and Kazunori [16] on the predic-
tion of pre-term using Artificial Intelligence where the state of AI research was
elucidated and predictive values and accuracy clarified. Electrohysterogram im-
ages were mostly used, followed by the biological profiles, the metabolic panel
in amniotic fluid or maternal blood, and the cervical images on the ultrasound
examination and the conclusion of the review was that accuracy was better in the
studies using the metabolic panel and electrohysterogram images.
Ayesha and Mim [17] used five ML methods to forecast five methods forecast ma-
ternal health risk. They employed the Xgboost, Decision Tree, Random Forest,
Support Vector Machine, and Naive Bayes algorithms where it was shown that
Xgboost, Decision Tree, and Random Forest Algorithm had a higher accuracy
rate of 94 percent as compared to SVM accuracy of 72 percent, and Naive Bayes
accuracy is 64 percent.
Apart from predicting risks and outcomes, Machine Learning can be used to look
for pattern that are not obvious to the human eye which might lead to new insights
as to what causes maternal mortality and morbidity. This in turn will guide deci-
sion making of preventative strategies and treatments as done by Aphinyanaphongs
et al. [18].
In as much as AI and ML in maternal health have such encouraging prospects,
there are some challenges such as potential bias [19] and interpretability [20]. But
despite these challenges, ML possesses significant potential to enhance outcomes
in maternal health. As machine learning algorithms advance in sophistication and
interpretability, their incorporation into clinical settings is expected to grow and
thus, in our study we are using ML for safer Prenatal clinic.

Methodology

0.1 Data Description
The maternal health risk data set that is being used in this study was obtained
from Kaggle[21]. The Data was collected using IOT based risk monitoring system
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from different hospitals, community clinics, and maternal health cares. It contains
columns on age in years, Systolic and Diastolic blood pressure, blood glucose
levels, the normal resting heart rate and predicted risk level. The attributes and
description of the attributes is summarized in table 1. There is a total of 1014
instances.

Name of the Variable Data type Description
Age Integer Age in years when a woman is pregnant.
SystolicBP Integer Upper value of Blood Pressure in mmHg.
DiastolicBP Integer Lower value of Blood Pressure in mmHg
BS Float Blood glucose levels is in terms of a molar concentration, mmol/L.
HeartRate Integer A normal resting heart rate in beats per minute.
Body Temp Float The woman’s body temperature
Risk Level Object Predicted Risk Intensity Level.

Table 1: Table of Description of the attributes of the data set

Data Preprocessing
Data Cleaning and Analysis

Data cleaning involved checking the data for any errors, checking if it is incom-
plete or inconsistent due to errors or/and missing values and correcting the errors.
The data set on being checked has shown that there is no missing data as shown
in figure 1.

Figure 1: Figure of missing values

To further analyze the data, the histplots were obtained as shown in figure 2.
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Figure 2: Histplot of the data set attributes

Further analysis was done to obtain the descriptive statistics as summarized in
table 2.
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Age SystolicBP DiastolicBP BS BodyTemp HeartRate
Count 1014.000 1014.000 1014.000 1014.000 1014.000 1014.000
Mean 29.871 113.198 76.460 8.726 98.665 74.301
Std 13.474 18.404 13.885 3.294 1.313 8.088
Min 10.000 70.000 49.000 6.000 98.000 7.000
25% 19.000 100.000 65.000 6.900 98.000 70.000
50% 26.000 120.000 80.000 7.500 98.000 76.000
75% 39.000 120.000 90.000 8.000 98.000 80.000
Max 70.000 160.000 100.000 19.000 103.000 90.000

Table 2: Table of descriptive statistics

From the table of the summary of statistics (table 2), it was seen that the min-
imum value for the heart rate is 7BPM. This is an unrealistic value for a human
being since it is extremely low and is not compatible with life. It seems that there
was an error when imputing the values since a typical value for heart rate for a hu-
man being at rest is between 60 to 100 beats per minute. To deal with this outlier
value, we choose to remove the outliers which make for 0.2 percent of the data
since it will not result to much loss of information.

Further analysis was done by plotting a correlation matrix and it was noted
that the three variables with the highest correlation coefficient to the risk were
the diastolic blood pressure, age and blood glucose level while heart rate had the
lowest correlation coefficient of 0.11. This implies that the heart rate had very
little impact on the risk level. Thus, the column of heart rate was excluded when
training the data.

On further analysis, was found that 27 percent of the data set is categorized as
high risk, 33 percent as mid risk and 40 percent as low risk. It was is clearly seen
number of values in each classification risk level is significantly different. We
chose to that deal with the imbalance by using Synthetic Minority Over-sampling
Technique (SMOTE). To complete data preparation for data training, the data set
categorical variables was turned into numerical variables using the encoder. High
risk level was coded into 0, low riks level into 1 and mid-risk into 2.

Splitting the Data and Model Training

To train the model, the data was divided into the training and testing sets to eval-
uate the model’s performance on unseen data. For our models, data was split into
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80 and 20 percent for the train and test data respectively. The training data is used
in the the machine learning model in order to predict the risk.

Results and Discussion
The whole dataset was split into the training and testing dataset using a ratio of
80:20 respectively for both the balanced and imbalanced. The performance of
models is evaluated using both the imbalanced and balanced datasets. The per-
formance of the results measured using Accuracy, F1- Score, Precision Score and
Recall Score by using the confusion matrix and classification report.

Logistic Regression
Logistic regression is a type of supervised learning algorithm that is used for bi-
nary classification problems that assumes a linear relationship between indepen-
dent variables and the dependent variable. In this study, various strategies were
employed for improving the model’s accuracy. The strategies applied were Reg-
ularization, cross-validation and ensemble methods. However there was no im-
provement in the accuracy for the different strategies. For the balanced dataset,
all the three methods had an accuracy of 60.2 percent and the same performance
metrics score for the three risk categories. The performance metrics for Logistic
Regression with regularization is shown figure 3.

Figure 3: Performance Metrics for Logistic Regression for the balanced dataset

For the imbalanced data, the accuracy using different strategies varied. The
Regularization had an accuracy score of 64.04 percent while the cross-validation
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linear regression had an accuracy score of 62.56 percent as shown in figure ??.
The confusion matrix for the both the balanced and imbalanced dataset for the
logistic regression is plotted using the seaborn library as shown in Figure 4. From
the confusion matrix in 4 a, it is clear that in the balanced dataset, only 11 cases
of the high risk cases were predicted as low risk. This might have serious conse-
quences in real cases situations. They might be overlooked and not get the timely
medical assistance that they need leading to even loss of lives. The confusion
matrix for the imbalanced train and test dataset of the logistic regression using
regularization is shown in Figure 4 b. 9 of the high risk cases were predicted as
low risk, an improvement from the 11 predicted when using balanced data. 41 of
the low risk cases were predicted as high risk, a costly mistake with regards to
time. The 41 will be assigned to emergency medical services yet they don’t need.
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(a) Balanced data

(b) Imbalanced data

Figure 4: Confusion Matrix for Logistic Regression for both the balanced and
imbalanced dataset
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Random Forest Classifier
It is is an ensemble learning method which means that multiple decision trees are
built and merged together to get a more accurate and stable prediction. Random
Forest classifier is not as prone to overfitting as the individual decision tree. The
key hyperparameters used are the number of trees(n−estimators), the maximum
depth of each tree (max − depth), the minimum number of samples required to
be at a leaf node min − samples − leaf , and the minimum number of samples
required to split an internal node (min− samples− split). To get the best hyper-
parameters, we used hyperparameter tuning using grid search in scikit − learn.
The code for that is shown below in figure (5)

Figure 5: Code for Random Forest hyperparameter tuning

The results of the hyperparameter tuning shows that the besthyperparameter
using grid search were: max− depth: None, min− samples− leaf : 1, min−
samples − split: 2, n − estimators: 200. Using the said hyperparameters, the
accuracy for the imbalanced dataset is found to be 81.77 percent (6 a), lower than
for the balanced dataset at 85. 71 percent (6 b). The perfomance metrics for both
the balanced and imbalanced dataset is shown in figure 6
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(a) Balanced data

(b) Imbalanced data

Figure 6: Random Forest perfomance metrics for both the balanced and imbal-
anced dataset

The confusion matrix for both the balanced and imbalanced set is plotted in
figure 7. For the balanced data, 6 of the high risk cases were predicted as low risk
as shown in figure 7 a, compared to 11 of the imbalanced data set.
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(a) Balanced data

(b) Imbalanced data

Figure 7: Random Forest Confusion Matrix for both the balanced and imbalanced
dataset
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Support Vector Machines
Support Vector Machine (SVM) is a supervised machine learning algorithm that
is used for classification and regression tasks. We find the best hyper-parameters
for the SVM by tuning. This was performed using GridSearchCV with the SVM
model, parameter grid, 5-fold cross-validation, and accuracy as the scoring met-
ric as shown in the code in figure 8. The best hyperparameter for regularization
was c = 100, kernel is rbf and gamma is auto. Thee perfomance metrics for
imbalanced and balanced data set is shown in figure 9

Figure 8: Code for Support Vector Machine hyperparameter tuning
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(a) Balanced data

(b) Imbalanced data

Figure 9: Support Vector Machine perfomance metrics

From Figure 10, the perfomance metrics is better for the balanced dataset at
82.65 percent as compared to the imbalanced dataset at 76.85 percent. The con-
fusion matrix for the two dataset is presented in figure 10.
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(a) Balanced data

(b) Imbalanced data

Figure 10: SVM confusion matrix for both the balanced and imbalanced dataset

From figure 10, it is clear that the balanced data performs better than the im-
balanced data. Only 6 high cases were mislabeled as low risk as compared to 16
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high cases for the imbalanced dataset. There were no low risk cases that were mis-
labeled high risk while 15 low risk cases were labeled as high risk in the balanced
and imbalanced data respectively.

Predicting data set
A random data was entered for prediction as shown in table 3 and prediction done
using the three machine learning algorithms. The age, Systolic BP, Diastolic BP,
and body temperature was kept the same for the three patients. The BS was varied
based what is considered as low, high and very high BS. For expectant mothers,
blood glucose level of 7mmol/l and above is considered high and 15mmol/l and
above is considered very high and dangerous. This is because ketone bodies may
be produced which causes there to be an increased increased amounts of acid in
the blood. This condition known as acidosis might be life-threatening for both
mother and fetus. Thus, using our machine learning algorithms that was trained,
we expect to see the patients with high and very high BS to be flagged as high
risk.

Patient Data
Age SystolicBP DiastolicBP BS BodyTemp
25 110 60 15 76
25 110 60 10 76
25 110 60 5.9 76

Table 3: Patients’ data

The prediction output is given in figure 11.
We expect that patient 1 and 2 be flagged as high risk since we used BS values

above the normal range. The predictions using random forest and SVM gave an
accurate risk level for all the three patients. The Logistic regression only got one
prediction correct.

Discussion and Conclusion
In conclusion, we used three machine learning algorithms for maternal health
risk classification. The data was resampled using smote technique. The machine
was trained on both the balanced and the imbalanced dataset. The algorithm that
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Figure 11: Prediction outcome for Logistic Regression, Random Forest and Sup-
port Vector Machine

achieved highest performance in terms of accuracy, recall, precision and F1-score
is the random forest with an accuracy of 85.71 and 81.77 percent for the bal-
anced and imbalanced dataset respectively. Generally, algorithms trained with the
smote-balanced dataset performed much better than with the imbalanced dataset.
It should be noted that there were instances where the dataset were mislabeled.
This is risky especially for cases of high risk being labeled as low risk. More im-
provement should be done to the algorithms to increase accuracy, precision, recall
and the F1-score.

Recommendations
The different strategies for Logistic Regression had very little effect in improving
the accuracy of the model. This could be attributed to the small size of the dataset.

18



Future research should aim to collect more data and test the how well the different
models will perform on data collected from different geographical locations.
Future research should focus on linking wearable devices like smartwatches to
these algorithms such that the device will collect data continuously. The data will
be monitored and will give a warning to the pregnant women if the risk level is
high depending on the data that has been collected. This will ensure that the high
risk women go to get treatment immediately to reduce maternal mortality. Future
research should also find ways to improve the accuracy. It is costly high risk
expectant mother is labeled low risk since the effects are adverse and could even
lead to maternal mortality. The goal should be to make the algorithms as accurate
as possible to avoid maternal deaths.
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