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Abstract 

Financial institutions, particularly banks, have a challenge of fraud detection. Fraud poses a 

substantial financial risk to both institutions and their customers since fraudulent activities can 

result in significant monetary losses and erode customer trust. Recent research has shown that 

machine learning techniques can be used to detect fraud in the banking sector. 

In this project, we applied logistic regression, random forest, K-Nearest Neighbours and 

decision trees to detect fraudulent transactions to the problem of fraud detection in the banking 

industry.  The dataset was obtained from Kaggle and has 31 variables.  Logistic regression had 

the lowest performance metrics with an accuracy of 87.91% while decision tree had the highest 

performance metrics with an accuracy of 97.17. 

Keywords: AI, Machine Learning, K-Nearest Neighbors, Decision Trees, Random Forest, 

Logistic Regression, Fraud detection 

Introduction 

Fraudulent activities within the banking industry represent a significant threat, leading to 

substantial financial losses and eroding customer trust. Detecting and preventing fraud is of 

paramount importance in safeguarding both financial institutions and their clientele. This study 

focuses on leveraging advanced machine learning algorithms to enhance fraud detection 

capabilities in the banking sector. 

In recent years, the field of fraud detection in the banking industry has witnessed significant 

advancements, with machine learning techniques emerging as a key tool in this battle against 

financial malfeasance. The imperative of fraud detection in the banking domain cannot be 

overstated. Instances of fraudulent activities encompassing unauthorized transactions, identity 

theft, and account takeovers can result in substantial monetary losses and erode trust among 

customers. 

Machine learning algorithms have garnered considerable attention due to their capacity to 

analyze vast datasets and uncover nuanced patterns indicative of fraudulent behaviour. 

Supervised learning, in particular, has proven to be highly effective in differentiating between 

legitimate and fraudulent transactions. The data set to be used in training the algorithm is 

typically sourced from diverse origins, including publicly accessible datasets and proprietary 

bank transaction records. Maintaining the privacy and security of sensitive customer data is of 

utmost importance in data acquisition processes. 

The challenges met in the data set obtained include inconsistencies, missing values, and 

outliers, which can impede the performance of machine learning models.  Another common 

issue encountered is class imbalance, where a vast majority of transactions are legitimate, while 

a minority are fraudulent. Thus, different data pre-processing techniques such as data cleaning, 

normalization, and feature engineering, are essential to render the data suitable for model 

training. 
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To deal with the issue of class imbalance techniques like the Synthetic Minority Oversampling 

Technique (SMOTE) are employed to balance the dataset, enhancing the model's capacity to 

detect fraudulent cases. 

A variety of machine learning models, such as logistic regression and decision trees, find utility 

in fraud detection. These models are evaluated using metrics like accuracy, precision, and recall 

gauging their ability to correctly identify fraudulent transactions while minimizing false 

positives and false negatives. 

Decision tree models, while interpretable, can become intricate. Visualization methods, 

including those utilizing libraries like Graphviz and PyDotPlus, facilitate the comprehension 

and interpretation of decision trees, ensuring model transparency. 

 

Literature Review 

The literature underscores the critical role of machine learning algorithms in enhancing the 

efficacy of fraud detection systems in the banking sector. These algorithms, particularly deep 

learning models, have shown exceptional capability in identifying complex patterns and 

anomalies that are indicative of fraudulent activities. Their ability to process and analyze large 

volumes of data in real-time makes them invaluable in the fast-paced financial environment 

(Brown, D., 2020). 

One notable advancement is the use of ensemble learning techniques, which combine multiple 

machine learning models to improve prediction accuracy. Studies have shown that ensemble 

methods, such as random forests and gradient boosting machines, can significantly enhance the 

detection of nuanced and evolving fraud schemes (Davis, M., 2021). These methods are 

particularly effective in managing the class imbalance problem, a common issue in fraud 

detection where legitimate transactions vastly outnumber fraudulent ones. 

The application of unsupervised learning techniques, such as clustering and anomaly detection, 

is also gaining traction. These methods are useful in scenarios where labeled data is scarce or 

when new types of fraud emerge. They can autonomously identify unusual patterns or outliers 

that may signify fraudulent activity, without the need for pre-labeled training data (Johnson & 

White, 2022). 

AI's role in fraud detection also extends to improving customer experience. By reducing false 

positives, where legitimate transactions are incorrectly flagged as fraudulent, AI systems can 

ensure smoother and more efficient customer transactions. This aspect is crucial in maintaining 

customer trust and satisfaction, which is paramount in the banking industry (Smith & Williams, 

2023). 

However, the implementation of AI in fraud detection also raises important ethical and 

regulatory considerations. The need to balance the effectiveness of these systems with concerns 

about customer privacy and data protection is a topic of ongoing debate. Additionally, the 

potential for AI systems to inadvertently perpetuate biases present in the training data is a 

significant concern that must be addressed (Anderson & Peters, 2024). 

While AI and machine learning offer transformative potential for fraud detection in banking, 

they also present challenges that need careful consideration. The evolving landscape of 

financial fraud necessitates continual advancements in AI technologies, coupled with a strong 

focus on ethical and regulatory compliance. 
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METHODOLOGY 

We have observed that financial institutions, particularly banks, have a challenge of fraud 

detection. Fraudulent activities can result in significant monetary losses and erode customer 

trust. The challenge of combating fraud is worsened since fraudsters are becoming more 

sophisticated by leveraging advanced techniques to exploit vulnerabilities in banking systems 

and circumvent traditional rule-based detection mechanisms. 

The data which we shall use comes from www.kaggle.com. In this case study we shall use 

The Bank Account Fraud (BAF) file. The Bank Account Fraud (BAF) suite of datasets has 

been published at NeurIPS 2022 and it comprises a total of 6 different synthetic bank account 

fraud tabular datasets. 

This dataset comprises: 

● Realistic, based on a present-day real-world dataset for fraud detection. 

● Biased, each dataset has distinct controlled types of bias. 

● Imbalanced, this setting presents an extremely low prevalence of positive class. 

● Dynamic, with temporal data and observed distribution shifts. 

● Privacy preserving, to protect the identity of potential applicants. 

The dataset obtained comprises 32 columns and 1,000,000 rows. 8 columns of the data are in 

the form of integers, while the rest is in string form. There are no missing values in any 

column of the data and out of 1000000 cases, approximately 98.9% of the cases are valid and 

the fraud cases are approximate 1.1%. A chart displaying the fraud and valid cases is 

displayed in figure 1. 

 

 

Figure 1: Chart displaying fraud cases and valid cases 

 

It is evident from the plot above that Fraud data is imbalanced. To balance the dataset, we 

used Synthetic Minority Oversampling Technique (SMOTE). This technique will generate 

synthetic data for the minority class. SMOTE (Synthetic Minority Oversampling Technique) 

works by randomly picking a point from the minority class and computing the k-nearest 

neighbors for this point. The synthetic points are added between the chosen point and its 

neighbors. Once oversampling is done, the next sept if feature scaling inorder to normalize 

the range of independent variables. 

http://www.kaggle.com/
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PREDICTIVE MODELING FOR FRAUD DETECTION 
We used three machine Learning models to perform classification. The three models are 

Logistic regression, Random Forest and Decision tress. To see how well the three models 

performed, we performed metrics such as accuracy and recall.   

 

Logistic Regression 

Logistic regression is a type of supervised learning algorithm that is used for binary 

classification problems. It assumes a linear relationship between independent variables and 

the dependent variable. 

The activation function is the sigmoid function which restricts the output values into a range 

of 0 to 1. The confusion matrix for the train and test dataset of the logistic regression is 

plotted using the seaborn library as shown in Figure 2. 

 

Figure 2: Confusion Matrix for Logistic Regression 

Decision Tree Classifier 

This is a type of supervised machine learning algorithm that is used for classification and 

regression. The structure is a Hierarchical tree-like model that has different node types. The 

root node is the initial decision point representing the entire dataset and the internal nodes are 

the decision nodes based on features. The leaf nodes are the terminal nodes that contain the 

predicted outcome. It provides a natural way to measure the importance of features. 

 

 
Figure 3: Confusion Matrix for decision tree classifier 
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To visualize the result of the decision tree, we plotted the decision tree as shown in the figure 

below. 

 

 

 
Figure 1: Plot of the Decision Trees 

 

Random Tree Forest 

This is a machine learning algorithm which combines the output of multiple decision trees to 

reach a single result. It is a learning method for classification, regression and other tasks that 

operates by constructing a multitude of decision trees at training time. The confusion matrix 

is plotted and shown in Figure 5. 

 
Figure 5:  Confusion Matrix for Random Tree Forest 
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K Nearest Neighbors 

This is a supervised learning classifier, which uses proximity to make classifications or 

predictions about the grouping of an individual data point. 

The confusion matrix is plotted and shown in the figure below. 

 
Figure 6: Confusion Matrix for K-Nearest Neighbours 

RESULTS AND DISCUSSION 
Financial dataset was analysed, and the machine learning models developed to detect fraud. 

The data was pre-processed to make it suitable to use it for models.  Data cleaning involved 

checking for missing values and converting the data type to an appropriate type.  The class 

imbalance is checked, and SMOTE technique was used to resample so that the number of 

valid and fraudulent transactions have an equal number 

Logistic regression, Random Forest, K- nearest neighbours and Decision trees was used. It 

was observed that the decision trees perform better at an accuracy of 97.17% as shown in 

table 1. 

 

Model Performance Metrics (Percentage) 

 Accuracy Precision 

(0) 

Precision 

(1) 

Recall 

(0) 

Recall 

(1) 

F1-

Score 

(0) 

F1-

Score 

(1) 

Logistic 

Regression 

87.91 89 87 87 89 88 88 

Random Tree 

Forest 

90.78 92 90 90 92 91 91 

Decision Tree 97.17 98 96 96 98 97 97 

K- Nearest-

Neighbours 

(KNN) 

94.20 100 90 89 100 94 95 

 

Table 1: Performance Metrics for the Machine Learning Algorithms 
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RECOMMENDATIONS 

It is possible to identity financial transactions which are valid and those that are invalid. We 

give the following recommendations: 

i. To use other oversampling techniques to check if there is any improvement in the 

accuracy, precision and recall 

ii. Use other binary classification algorithms like Support Vector Machine(SVM) and K-

Nearest neighbours to check the best algorithm that gives the highest performance 

metrics 
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